Katie Garrison, Laterality Toolbox in SPM (LI toolbox; http://www.fil.ion.ucl.ac.uk/spm/ext/)
· Email creator for the toolbox

· Laterality useful for cog tasks, ie. Language, visual, motor functions.

· Index ranges from 1 to -1… 1 means entirely lateralized to left and 1 entiredly lateralized to right.

· Intermediate range exists of .2 to -.2 (bilateral)… not reproducible across tasks. So you can talk about a “bias” for a hemisphere for a task.  

· Two types of laterality analyses: 1) Extent of activation (number of activated voxels, at variable thresholds), and 2) magnitude of activation (percent signal change, of most active voxels) ]Can use ROIs, but larger or smaller depending on goal.

· Can use the LI toolbox interactively or scripted.

· Iterative thresholding, bootstrap – the thresholding methods she demonstrated.  As you increase threshold, number of active voxels decreases and chances of them being related to your task increase.

· If you use a mask, needs to be bilateral - can use template or choose own.

· Bootstrapping method doesn’t work with native ROIs.

· Masks need to be binary and symmetrical. 

· Midline mask is an option in the toolbox, and it masks out the middle of the brain because of all the noise there.

· Clustering removes outliers by smoothing in three directions (she doesn’t think there’s good justification to use this, really)

· Toolbox outputs a text file, you can open it in excel for clarity.

· Iterative thresholding option - Goes iteratively through thresholds until there are no voxels to compare laterality on either side (stop around 5?).

· You could take the mean of the iterative thresholding values.  Looks like they are weighted by threshold or voxel activation or something…

· Laterality index curve if produced: as threshold increases, laterality becomes more pronounced. 
· Bootstrap restricts influence of outliers and resamples the data.  Gives you a confidence interval and a trimmed mean.  And histogram of laterality matrix – if it’s weird, you might want to consider inhomogeneity, or acknowledge that there are outliers.  Also gives z score distributions for bootstrapped data.  If there are outliers, you’d see hugely separate peaks.  Basically, just a distribution of the data so you can see if there’s anything odd.  Want a relatively even map.

· Output is weighted mean – voxels that are active at higher thresholds get a higher weight bc it is more likely related to your task.  ]

LI based on magnitude (percent signal change)

You have to do this by hand.

· Derive a single subject T map at p<.001 uncorrected.  

· 3 steps to LI from this method:  from this T map, look at T values for the whole brain activity. Want to normalize LI to whole brain signal for each individual subject.  Standardize index. Use this to normalize data in a given region.

· Calculate a mean max t-value (T) as the mean of those 5% of voxels showing the highest level of activation in the whole brain (from this T map). Take half the mean manimum T value (T/2).  

· Within your ROI (can use small volume correction or ROI analysis to obtain T-values), take sum of T values of voxels that pass this threshold (half of global mean). 
· In a mask for your ROI look at all T values that pass that threshold and calculate your LI based on sums of those T values.  

· So these values become the values for the LI (make sure you note which hemisphere they come from so you can calculate LI properly).  

· Appears to be more conservative method.  

· Could use beta value as alternative but nobody has done it bc its so new, just talked about.

