Lei Liew – preprocessing steps for fMRI data – 8/11/2011

*** To be used in conjunction with Lei’s powerpoint***
· Preprocessing to increase signal to noise ratio.

· It also helps you to meet assumptions so you can do your stats. If you skip a step, should make sure it’s okay for the model you intend on using.

· Want to view your data in video mode to look for movements.

· Check scans after each scan to make sure you fix anything that goes wrong, for the following scans.

· Motion Correction – can choose a volume to register to (can be mean, middle, first, or straight to standard space). FSL takes middle volume.

· Within subject = 6 dof

· When looking at the graph, you are looking for huge spikes in motion correction, which indicates huge movement.

· How much motion is too much? More than 1 voxel (3mm). even ½ or ¼ of voxel makes a difference.

· Put motion regressors in model.

· Motion that is correlated with task, when corrected for, will also remove some signal.

· Slice timing correction – our scanner acquires interleaved, to avoid spill over into neighboring slices.

· Now, people are saying not to do this correction – there’s no need for it.  It can worsen artifacts. Can interact in unpredictable ways with motion correction.   It’s another interpolation (you’re taking the slices and rearranging, so you lose some signal).  It doesn’t help that much. Instead, add a temporal derivative to the model and it’ll model out temporal problems. You are changing the model, rather than changing the data directly.  Convolve model with temp. derivative.

· Spatial filtering (smoothing) – average one voxel’s values with its neighbors’ values.  Minimum smoothing needed for random field theory. Increases signal to noise ratio.  Can reduce signal if you have small activations (esp. if you use a kernel that’s larger than your expected activation).  Gaussian FWHM.

· Usual size for smoothing: 5 mm. 

· You can go without smoothing, but it has to be compatible with the thresholding method.

· Temporal filtering: i.e. temporal drift (why we shim at the beginning of each scan).  Physiological noise.  Can mask signal.  Low-pass filter leaves low frequency noise, and vice versa.  Fsl uses prewhitening so it doesn’t need low-pass filter.

· Global intensity normalization: use between sessions (grand mean scaling) – scales all the runs by a single factor (which can be arbitrary), but puts them on the same mean so they are comparable now.  Do not use within session (global scaling) – forces each volume to have same mean intensity, but you don’t this bc its not how it is.

· ICA denoising – goes back to motion correction, and scanner artifacts.  If either of these are really bad (spike in time course), you can do de-noising.  Manually remove the noise components.  In FSL, use MELODIC.  Model-free. Takes raw data and pulls out all components it can find (patterns).  Go through each component and you can identify the noise.  You want to look for noise in ventricles (that could be a telltale sign), or look at the timeline to see if you see event-related spikes, or if it looks like physiological noise.  IF you find one that looks like noise, can remove it. If iN doubt, leave it.  Super important for Resting state scans.

· Kelly, 2010 (explanation of what to remove)

· Registration/normalization – take functional data and register to anatomical, and register that to template brain.  You get a matrix of how it was matched.  Anatomical has the most info, and functional and anatomical have same dimensions bc they are from the same brain

· Several types of registration: rigid body transform (6 dof, within subject for all functional runs), 7 dof – adds global scaling so good for going from functional to anatomical.

· Affine transform is 12 dof so not just translation and rotation – it stretches and compresses.

· Could also do nonlinear transform – for weird subjects.

· After registration, you have to re-slice. This is interpolation. What do you do with these empty spaces now that you’ve realigned to this new space (interpolation).

· FSL does the stats first on the data, then normalizes, and spm does it the other way around, with normalizing coming first.  Spm, can decrease variance.  Can get different results if you use two different programs.

